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 This study examines the use of generative artificial intelligence, i.e., ChatGPT, in English as a 

foreign language (EFL) learning, emphasizing the mediating role of entangled cognition and the 
effects of the learning outcomes of the tourism students. The research was designed to a quasi-
experiment which included 96 participants (48 in an experimental group and 48 in a control 
group) who were sampled based on convenience to the Spring 2024 semester in one university 
in southern Taiwan. The “custom virtual language course” experimental group used ChatGPT for 
personalized language practice and culture learning, control group received traditional learning. 
A questionnaire package, including the cognitive technology use questionnaire (CTUQ), 
extended mind scale (EMS), distributed cognition questionnaire (DCQ), metacognitive awareness 
inventory (MAI), and TOEIC pre- and post-tests was administered to collect the data. The 
difference-in-differences design was adopted and observed a significant treatment effect such 
that the treatment group had an average increase in mean scores of 37.98 (standard deviation 
[SD] = 7.80) compared to 19.62 (SD = 7.80) for the control group and, therefore, an average 
treatment effect of 21.38 (95% confidence interval [18.74, 24. 01]). Findings suggest that ChatGPT 
promotes cognitive offloading, distributed cognition, and metacognitive awareness (CTUQ mean 
[M] = 3.701, EMS M = 3.421, DCQ M = 3.721, MAI M = 3.551), and the development of collaborative 
learning and cultural competence. These results reveal ChatGPT’s potential to reform EFL 
education, but they also indicate the necessity to mitigate the risks associated with ethical 
quandaries and over-dependence. Future studies need to create specific scales that can be used 
for entangled cognition and examine the long-term effects on cognition. 

Keywords: ChatGPT, difference-in-differences approach, EFL education, entangled cognition, 
generative artificial intelligence 

INTRODUCTION 

Recent breakthroughs in generative artificial intelligence (GenAI) technologies, such as ChatGPT by 
OpenAI, have revolutionized many professional areas including English as a foreign language (EFL) teaching 
and learning practices (Huang & Mizamoto 2024; Yang & Li 2024). GenAI’s potential in offering adaptive 
instructional personalization and individualized feedback has the promise to transform EFL learning as it 
facilitates self-regulated domain knowledge acquisition among different users (Zadoroznyy & Lai 2024). 
ChatGPT is particularly powerful for natural language processing (NLP) and can be used toward human-like 
conversation, human-question-answering, and content generation–bridging the gap between theoretical 
learning through factual knowledge to practical competency in EFL settings. Nonetheless, the successful 
incorporation of GenAI into education rests on one critical group–students and educators–whose artificial 
intelligence (AI) literacy (knowledge), awareness and attitudes hold sway over its adoption (Asio, 2024; Asio & 
Gadia, 2024; Asio & Soriano, 2025). 

How students engage with GenAI tools that support functions such as ChatGPT is not only a matter of their 
AI literacy but also reflects attitudes. Recent studies show that student perceptions of AI are often positive 
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with respect to the instantaneous feedback it can offer and its potential for providing more opportunities to 
practice languages, but many students lack skills required in order not be swayed by content generated 
through AIs (Nguyen et al., 2024). In the same way, AI awareness and confidence appear to influence how 
faculty leverage their role in bringing AI into curricula. Research indicates that educators with stronger AI 
literacy are inclined to adopt GenAI for educational practices, though there was a considerable worry about 
academic integrity and excessive dependency as well (Al-Zahrani, 2024). These relationships between 
stakeholders highlight the necessity of specific training to encourage successful AI integration in EFL teaching. 

The notion of entangled cognition, which derives from embodied and extended cognitions (Clark & 
Chalmers, 1998), is one way of making sense of AI’s cognitive significance. Entangled cognition is a hypothesis 
that cognitive processing takes place in the distributed platform of mind, body and world with AI as an evolving 
co-orchester (Morais 2023). Although there is a body of research on AI´s roles in lessening cognitive load and 
optimizing learning efficacy (Chen & Chang, 2024; Feng, 2024), little do we know about how GenAI, ChatGPT 
in this case establishes entangled cognition for EFL teaching and learning particularly within culturally 
complex settings such as tourism degree programs. 

As for the research gap in this field, the main research in the literature tends to emphasize GenAI’s 
technical functions (Hsu, 2025) or more generalized use in education rather than its potential effect on 
cognitive engagement within EFL settings. The present study fills this gap by examining the ways in which 
ChatGPT promotes entangled cognition among EFL tourism students, thereby developing their linguistic and 
cultural competences. In contrast to previous work that has focused on feedback loop structures or academic 
writing (Gayed et al., 2022), this research contributes a novel analysis of ChatGPT’s interaction via EFL and 
presents AI-Human cognitive partnerships with fresh insights. Accordingly, this study proposed the following 
research questions (RQs): 

RQ1: How do EFL students perceive ChatGPT’s influence on their cognitive engagement with learning 
content? 

RQ2: What are the learning outcomes associated with ChatGPT integration in EFL education? 

LITERATURE REVIEW 

GenAI and EFL Learning  

EFL learning often imposes high cognitive demands due to the complexity of new vocabulary, grammar, 
and cultural contexts. Recent studies have investigated AI’s potential to enhance language acquisition and 
instructional efficiency. For example, AI-powered feedback systems provide immediate, personalized 
feedback, promoting self-regulated learning and improving proficiency (Ding & Zou, 2024; Escalante et al., 
2023; Wang, 2024). Similarly, AI-driven conversational agents foster learner engagement and enhance oral 
communication skills through interactive dialogue (Labadze et al., 2023; Shahzad et al., 2024). 

GenAI tools further reduce cognitive load by offering personalized feedback and interactive exercises 
(Chen & Chang, 2024; Feng, 2024). According to Sweller’s (1998) cognitive load theory, minimizing extraneous 
cognitive load enhances learning efficiency. Tools such as AI writing assistants and chatbots enable learners 
to focus on meaningful language production rather than formulating responses from scratch. Studies confirm 
that these tools lower extraneous load, allowing learners to engage in deeper cognitive processes essential 
for language acquisition. Additionally, AI-driven scaffolding supports metacognitive awareness, enhancing 
learners’ self-regulation and progress monitoring (Yang & Xia, 2023). However, the influence of external 
factors, including GenAI integration, on EFL learners’ cognitive mechanisms remains unclear and requires 
further investigation (Szabó & Szoke, 2024; Yan et al., 2024). 

Evolution of AI and Cognitive Science 

AI and cognitive science mutually influence each other, driving advancements in understanding human 
cognition and developing intelligent systems (Chen & Yadollahpour, 2024; Shanmugasundaram & Tamilarasu, 
2023; Stevenson et al., 2024). Cognitive science–a multidisciplinary field integrating psychology, neuroscience, 
linguistics, and computer science–laid the groundwork for AI by examining human intelligence. Early AI 
models, such as symbolic reasoning systems, were inspired by the cognitive architecture of the human mind, 
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focusing on rule-based logic and problem-solving (Bhuyan et al., 2024; Piantadosi, 2021). However, the 
limitations of these models, particularly their struggles with ambiguity and adaptability, led researchers to 
embrace connectionist approaches like neural networks, which mirror the brain’s distributed processing 
mechanisms (Rumelhart et al., 1986). Neural networks have since outperformed symbolic models in tasks 
requiring pattern recognition, such as speech and image processing (LeCun et al., 2015). Cognitive models 
have also informed the development of NLP tools by incorporating principles such as semantic memory and 
contextual learning, enhancing machine learning algorithms’ ability to interpret complex linguistic inputs. 

Despite these advances, challenges persist at the intersection of AI and cognitive science. AI systems, while 
effective in specialized tasks, struggle with generalization and transfer learning, which humans perform 
effortlessly (Alzubaidi et al., 2021; Atchley et al., 2024). Additionally, the “black-box” nature of many AI models 
raises concerns about transparency and interpretability, essential for understanding cognitive processes 
(Lipton, 2018). Some researchers argue that current AI models, despite their capabilities, remain far from 
achieving general intelligence, lacking self-awareness, abstract reasoning, and emotional understanding–core 
aspects of human cognition (Lake et al., 2017; Tariq et al., 2022). While the interplay between AI and cognitive 
science has spurred transformative innovations, it also underscores the need for deeper interdisciplinary 
collaboration to address unresolved challenges and promote responsible AI development. 

Entangled Cognition in the AI Era  

The concept of entangled cognition, building on theories of embodied and extended cognition, has gained 
significant traction in this AI era (Manzotti, 2019). This framework proposes that cognition is distributed across 
the brain, body, and environment, with external tools like AI playing an integral role in shaping human 
cognition processes. Unlike traditional cognitive models, where the mind is a self-contained processor (Mella, 
2020), entangled cognition emphasizes the dynamic interaction between humans and their environments 
(Vallée-Tourangeau & Vallée-Tourangeau, 2017). As AI systems integrate further with human activities, they 
form cognitive assemblages that extend cognitive abilities and transform the very nature of cognition (Chen 
& Yadollahpour, 2024; Zhai et al., 2024). In performing tasks such as memory recall, decision-making, and 
reasoning, AI permits a new form of distributed intelligence where humans and machines co-constitute 
cognitive processes (Kejriwal et al., 2024). 

In education, for instance, GenAI and adaptive learning platforms act as cognitive scaffolds, helping 
learners extend their capabilities and personalize their learning experiences (Shen & Wang, 2024). These tools 
facilitate an intertwined relationship between human cognition and AI, raising opportunities for enhanced 
learning, and increasing dependency and cognitive autonomy erosion concerns (Shanmugasundaram & 
Tamilarasu, 2023). Moreover, neuroscience research suggests that frequent interactions with AI and other 
digital tools may influence neuroplasticity, reshaping the neural architecture of cognition itself (Jain, 2023; 
Savage, 2019). While entangled cognition provides a valuable framework for understanding the cognitive 
implications of AI, further research is needed to fully explore how this entanglement impacts human 
autonomy and agency in the present, evolving AI-driven landscape (Mogi, 2024). 

As no scale has yet been developed to measure and rigorously assess entangled cognition, existing 
instruments such as the cognitive technology use questionnaire (CTUQ), extended mind scale (EMS), 
distributed cognition questionnaire (DCQ), and metacognitive awareness inventory (MAI) may be used. These 
instruments are designed to capture the multifaceted interactions between internal cognitive processes and 
external elements. The CTUQ assesses how individuals integrate technology into their cognitive activities, 
reflecting the entanglement of human cognition with technological aids (O’Hara et al., 2002; Vongkulluksn et 
al., 2022). The EMS, rooted in extended cognition theory, evaluates the extent to which external objects and 
environments extend cognitive processes, and aligns with entangled cognition principles (Clark & Chalmers, 
1998; Duus et al., 2018). The DCQ examines how cognitive tasks are distributed across individuals, artifacts, 
and environments (Hutchins, 1995), given that distributed cognition demonstrates the interconnected nature 
of cognitive activities (Vasiliou et al., 2015). The MAI, primarily focuses on internal cognitive strategies, but can 
be adapted to consider the influence of external tools and environments on metacognitive processes (Schraw 
& Dennison, 1994). Wilson et al. (2020) adopted MAI and explored how distributed cognition involves 
interactions between individuals and artifacts. They found that tools and environments play a significant role 
in cognitive processes. These questionnaires provide a comprehensive framework for assessing the dynamic 
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interplay between human cognition and external elements and offer robust methods for measuring 
entangled cognition. 

METHOD 

Study Design 

This study utilized a quasi-experimental design to examine the influence of GenAI on students’ cognitive 
processes and learning outcomes, with specific focus on entangled cognition. A quasi-experimental design 
was selected because it offers a practical approach for investigating cause-and-effect relationships in real-
world educational settings where the random assignment of participants to experimental and control groups 
is unfeasible. This enables researchers to compare naturally-occurring groups in educational environments 
and enhances ecological validity while providing insights into potential causal effects.  

In this study, ChatGPT played a role in the experimental group by enhancing both language learning and 
content knowledge about business operations, such as how to manage employees from various cultural 
backgrounds. It provided personalized language practice through conversation simulations and instant 
feedback, helping learners improve their speaking and listening skills. Additionally, ChatGPT offered adaptive 
learning paths, customized content, and immersive virtual cultural tours, enriching the participants’ learning 
experiences. Overall, ChatGPT created a dynamic, interactive, and supportive learning environment that 
fostered both linguistic proficiency and cultural awareness. To ensure that the experimental group contained 
fluent ChatGPT users, they were taught how to craft effective prompts to elicit detailed and contextually 
appropriate responses from the system, in the first week of the Spring Semester of 2024. 

The primary instrument for data collection was a composite questionnaire designed to assess various 
facets of cognitive engagement with technology, including metacognitive awareness, distributed cognition, 
and external tool use. This multi-dimensional tool allowed for a nuanced analysis of how students interact 
with AI tools in educational contexts, capturing both the cognitive processes that occur within learners and 
those extended or distributed through technology. This methodology ensured the robustness of the study, 
despite the absence of random assignment; it balanced internal validity and real-world classroom settings.  

As for the ethical concern, this study was conducted in accordance with the ethical principles for research 
involving human subjects and was reviewed and approved by the Institutional Review Board of National 
Cheng Kung University, under the approval code NCKU-HREC-E-112-690-2. All participants provided their 
informed consent prior to their involvement in the research. 

Participants 

To properly address the RQs, the quasi-experimental design was adopted, which is well-suited for 
educational settings where random assignment is often impractical due to pre-existing class structures or 
ethical considerations (Cook & Campbell, 1979). This approach allows for the comparison of naturally 
occurring groups, enhancing ecological validity while exploring causal relationships in real-world contexts 
(Shadish et al., 2002). The participants were selected using purposive sampling to ensure that both groups 
had similar demographic and academic backgrounds, thereby minimizing pre-existing differences. The 
sample size was determined using G*Power software, with parameters set to a medium effect size (d = 0.6), 
alpha level of .05, and statistical power of .80. These parameters were chosen to ensure sufficient power to 
detect meaningful differences between two groups and enhance the reliability and validity of the findings. 
The suggested minimum number was 72 (36 for each group).  

Accordingly, two classes of students (n = 96, mean [Mage] = 20.3, standard deviation [SD] = 1.8, female = 
54, male = 42) from the business-related departments of two universities in Taiwan were invited, and taught 
by the same instructor. The EFL course was designed to improve students’ English proficiency. The syllabi of 
these two classes were identical, and the weekly course hours were the same at 2 hours per week (see 
Table 1). This semester-long experiment, spanning 18 weeks, was conducted from February to June 2024. 
However, the participants’ academic performance in their EFL course was tracked from September 2023 to 
facilitate a pre-and post-intervention comparison of their performance. All the participants were briefed on 
the nature of the research during the first week of the semester (see Figure 1 for the research procedure). 
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They were advised that they could withdraw from the experiment without penalty, and that compensation for 
completion was approximately USD 30. 

Measurement 

As mentioned above, a specific “entangled cognition” questionnaire does not exist; therefore, the concept 
must be operationalized through adapted measures from related fields. The measurement used by this study 
includes items from established scales adapted to measure aspects of entangled cognition, such as the CTUQ 
(O’Hara et al., 2002), EMS (Clark & Chalmers, 1998), DCQ (Hutchins, 1995), and MAI (Schraw & Dennison, 1994). 
These scales collectively assess participants’ reliance on technology for cognitive tasks, the extent of 
integration of AI tools with learning, and their overall metacognitive awareness (refer to the Appendix for 
details on the questionnaire items).  

The questionnaire was developed through an extensive review of relevant literature, complemented by 
feedback from subject matter experts to ensure both theoretical rigor and practical relevance. Internal 
consistency was assessed using Cronbach’s alpha coefficient to evaluate the reliability of the instrument. The 
analysis yielded a Cronbach’s alpha value of 0.74 (against the acceptance threshold of 0.70), indicating a high 
degree of reliability. This suggests that the questionnaire items were sufficiently interrelated to measure the 
intended constructs consistently.  

 A principal component analysis was conducted to explore its underlying factor structure and establish the 
validity of the instrument. The results confirmed the appropriateness of the proposed factor structure, with 
all item loadings demonstrating adequate construct validity by exceeding the recommended threshold of 0.50 
(Hair et al., 2014). These findings suggest that the items were well-aligned with their respective latent 
constructs, ensuring that the questionnaire could effectively capture the dimensions it was designed to 

Table 1. Comparison of intervention and traditional classes 
Aspect Experimental Group (ChatGPT) Control Group (Traditional) 
Teaching 
procedures 

ChatGPT-assisted activities: brainstorming, research, 
simulated dialogues; supplemented with traditional methods. 

Textbook-based exercises, group 
discussions, and teacher-led lectures. 

Instructors’ role Facilitate ChatGPT use, guide prompt creation, monitor 
interactions, provide feedback. 

Deliver lectures, facilitate discussions, 
provide direct feedback on exercises. 

Learning outcome 
measurement 

TOEIC pre- and post-tests (listening and reading, scored 0–
100); composite questionnaire (CTUQ, EMS, DCQ, MAI). 

TOEIC pre- and post-tests (listening 
and reading, scored 0–100). 

 

 
Figure 1. Research procedure (Source: Created by the author) 
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measure. This assessment was administered in the last week of the semester, and only the experimental 
group completed this survey.  

During the intervention, the experimental group engaged with ChatGPT alongside traditional instruction. 
Specific applications of ChatGPT included: brainstorming tourism marketing campaigns in various cultural 
contexts and receiving feedback on ideas; using ChatGPT to research future sustainable tourism in different 
cultures and summarizing critical findings; and engaging in simulated dialogues with ChatGPT to practice 
customer service skills relevant to tourism contexts. To measure the participants’ learning outcomes, we 
employed questions comprising TOEIC listening and reading comprehension sections. Each student was 
graded on a scale of 100 points. Using TOEIC questions to assess EFL learners’ learning outcomes has several 
benefits (Powers & Powers, 2015): it provides a standardized and reliable measure of English proficiency, 
ensuring consistent and comparable results. It comprehensively assesses various language skills, that align 
with real-world English usage, which is particularly relevant for practical applications. Global recognition of 
the test adds value to the scores, making them valuable learner credentials (Powers & Powers, 2015). This 
evaluation was administered in the first week as a pre-test and in the last week as a post-test.  

Data Analysis  

Prior to conducting the primary difference-in-differences analysis, comprehensive pretest and posttest 
analyses were performed to ensure data quality and analytical assumptions were met. For the pretest 
analysis, descriptive statistics were calculated for both experimental and control groups to examine baseline 
characteristics. Normality of the pretest scores was assessed using the Shapiro-Wilk test (Wexperimental = 0.976, 
p = .341 and WControl = 0.982, p = .673). Independent samples t-tests were conducted to verify baseline 
equivalence between groups (t(94) = –0.39, p = .696, Cohen’s d = 0.08), ensuring no systematic differences 
existed prior to the intervention. This baseline comparison was crucial for establishing the validity of our 
quasi-experimental design. 

For posttest analysis, similar descriptive analyses were performed on posttest data, including measures 
of central tendency, variability, and distribution shape. Post-test score distributions were examined for 
outliers and normality to ensure appropriate statistical modeling. Specifically, no extreme outliers detected 
using the inter-quartile range (IQR) method (Q1 – 1.5 × IQR to Q3 + 1.5 × IQR) was found in the experimental 
group while one mild outlier identified (score = 42.5) in the control group; however, this case was retained as 
it represented a valid data point within the expected range Any extreme values were investigated for data 
entry errors or other anomalies. Moreover, Skewness and kurtosis of these two groups confirmed the 
normalized data distribution (skewness = –0.21 and kurtosis = –0.45 for the experimental group while 
skewness = 0.18, kurtosis = –0.33 for the control group). 

The difference-in-differences (DiD) approach is the main statistical analysis method being performed to 
address the proposed RQs. The approach holds several advantages over techniques such as ANCOVA, 
particularly in quasi-experimental settings where random assignment is not feasible. DiD effectively controls 
unobserved confounders that vary over time, offers robustness by not assuming parallel trends in the 
absence of treatment, and better captures dynamic intervention effects through longitudinal data. This 
method provides clearer causal interpretations by comparing changes over time between treatment and 
control groups, addressing limitations in ANCOVA related to time-varying unobserved heterogeneity and the 
reliance on cross-sectional data (Angrist & Pischke, 2009; Bertrand et al., 2004; Card, 1999; Imbens & 
Wooldridge, 2009; Wooldridge, 2010). 

The DiD analysis can be represented with the following equation: Δ𝑌𝑌𝑖𝑖𝑖𝑖 = α + δ𝐷𝐷𝑖𝑖 + γ𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑡𝑡 + τ(𝐷𝐷𝑖𝑖 × 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑡𝑡) +
𝜖𝜖𝑖𝑖𝑖𝑖, where Δ𝑌𝑌𝑖𝑖𝑖𝑖 refers to change in the learning outcome for individual (i) at time (t), 𝐷𝐷𝑖𝑖 is a binary indicator 
where 1 = experimental group, 0 = control group, 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑡𝑡 represents a binary indicator where 1 = post-
intervention period, 0 = pre-intervention period, 𝐷𝐷𝑖𝑖 × 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑡𝑡 is the interaction term indicating if the individual 
is in the experimental group during the post-intervention period. 

As for the coefficients and their interpretation: α is the intercept, representing the average outcome for 
the control group in the pre-intervention period, δ captures the difference in baseline outcomes between the 
experimental and control groups before the intervention, γ captures the general time effect, representing 
how outcomes change over time for both groups, τ is the DiD estimator, which measures the additional 
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treatment effect of the intervention (e.g., using ChatGPT) on the experimental group. This is the key parameter 
of interest, as it reflects how much the intervention improved learning outcomes in the experimental group 
compared to the control group. 𝜖𝜖𝑖𝑖𝑖𝑖 is the error term, capturing unexplained variation. 

Descriptive statistics and questionnaire results were analyzed to assess students’ perceptions of ChatGPT. 
All analyses were conducted using JASP (version 0.95.0.0), a widely used statistical software for educational 
research, ensuring accurate and reproducible results based on R (R Core Team, 2023). No manual 
computations were performed, and all statistical outputs were verified for accuracy. 

RESULTS 

The findings offer valuable insights into EFL learners’ perceptions of GenAI tools, such as ChatGPT, in 
enhancing learning outcomes, particularly in fostering global cultural awareness. To address RQ1, four 
validated instruments–CTUQ, EMS, DCQ, and MAI–were employed. All constructs scored above the midpoint 
on a 5-point Likert scale (1 = strongly disagree, 5 = strongly agree), indicating generally positive attitudes 
toward ChatGPT as a learning tool. 

The CTUQ results (M = 3.701) reveal that learners recognized the cognitive benefits of using ChatGPT, 
viewing it as a helpful resource for acquiring and organizing business English knowledge. High scores reflect 
learners’ confidence in ChatGPT’s ability to retrieve relevant information and facilitate knowledge structuring. 
The EMS (M = 3.421) highlights ChatGPT’s role in cognitive offloading, where learners collaborate with the tool 
to externalize mental tasks such as idea generation, summarization, and cultural translation. These findings 
suggest that ChatGPT was not merely an information source but actively supported learners’ reflective and 
problem-solving efforts in culturally complex contexts. 

The DCQ (M = 3.721) underscores the importance of distributed cognition, indicating that learners 
effectively partnered with ChatGPT to manage tasks and co-construct meaning. This suggests growing 
acceptance of AI-supported collaborative learning, with students comfortably distributing cognitive load 
between themselves and the tool. The MAI results (M = 3.551) demonstrate learners’ ability to regulate their 
interactions with ChatGPT to optimize learning strategies. Participants reported using the tool to plan, 
monitor, and evaluate their progress, aligning with research on the importance of metacognitive skills in self-
regulated learning environments. 

Overall, the results suggest that students successfully integrated ChatGPT into their learning practices, 
leveraging the tool to enhance their educational experiences. Detailed results are provided in Table 2. 

For RQ2, this study employed a DiD approach to assess the impact of AI-driven educational tools on 
students’ cognitive processes and learning outcomes, specifically focusing on entangled cognition. The 
descriptive statistics indicated that the experimental group (n = 48) had mean pre- and post-test scores of 
37.63 (SD = 10.01) and 75.83 (SD = 7.80), respectively. The control group (n = 48) had mean pre- and post-test 
scores of 38.65 (SD = 14.70) and 55.27 (SD = 7.80), respectively. 

While comparing the changes in test scores between the experimental and control groups, the mean 
difference in pre-and post-test scores for the experimental group was 16.63 (SD = 8.18). For the control group, 
it was 16.63 (SD = 6.76). The average treatment effect, calculated by the difference between the experimental 
and control groups, was 21.1.58 (95% confidence interval [24.43, 18.74], p < .001). 

According to the DiD analysis (Table 3), the group coefficient indicates the difference in the outcome 
variable between the treatment and control groups before the intervention, which reflects the baseline 
difference between the groups. No significant differences were observed between the two groups. The time 
coefficient shows the difference in the outcome variable for the control group between the post- and pre-

Table 2. Descriptive statistics of tourism students’ entangled cognition when using ChatGPT for learning 

 Mean 
95% confidence interval mean 

Standard deviation Minimum Maximum 
Upper Lower 

CTUQ 3.701 3.877 3.526 0.604 2.330 4.670 
EMS 3.421 3.616 3.226 0.672 1.600 5.000 
DCQ 3.721 3.909 3.533 0.647 2.000 5.000 
MAI 3.551 3.732 3.371 0.622 2.440 4.560 
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intervention periods. The results of this study indicate a significant change in the outcome variable over time 
for the control group (t = 4.540, p < .001). The interaction coefficient is a critical coefficient in the DiD analysis. 
It represents the DiD and estimates the treatment effect of the intervention. This coefficient shows how much 
more (or less) the experimental group changed over time compared to the control group, and a significant 
result was revealed (t = 4.261, p < .001). This finding supports the hypothesis that integrating ChatGPT into 
EFL learning can significantly enhance learners’ language skills. 

To ensure the robustness of the DiD analysis of this study, several follow-up checks were performed. First, 
the parallel trends assumption was validated through pre-intervention trend analysis (Figure 2 presents the 
pre-intervention trends as parallel; initially indicating that the parallel trends assumption may hold). A placebo 
test confirmed that no significant effects occurred before the actual intervention, supporting causal inference 
because of the parallel trends assumption. Finally, attrition checks verified that no participant dropped-out, 
ruling out selective attrition bias. 

DISCUSSION 

We reported a quasi-experimental study using difference-in-differences framework to trace the learning 
trajectory of the ChatGPT group during an 18-week intervention. An experiment was designed and conducted 
with 96 undergraduate business students from two Taiwanese universities through purposive sampling with 
48 participants for each group (experimental and control). We used a composite questionnaire (α = 0.74) to 
collect the data that combined elements from CTUQ, EMS, DCQ, and MAI scales, in addition to TOEIC-based 
pre- and post-assessments. Statistical analysis of the difference-in-differences was performed in JASP to 
separate treatment effects from time-invariant confounders. Meanwhile, the lessons took place at two 
different universities in Taiwan from February to June of 2024 with the same syllabus and teacher for both 
conditions. 

Table 3. Results of DiD analysis 
 Unstandardized coefficient Standard error t p 
Intercept α 38.92 2.56 15.22 < .001 
Group δ –1.29 3.62 –0.36 0.722 
Time γ 16.42 3.62 4.54 < .001 
Group*time τ 21.79 5.11 4.26 < .001 
Note. p < .001 indicates statistical significance at the 0.1% level (p-value less than 0.001), which is considered highly significant; Standard 
significance levels are: *p < .05 (5% level), **p < .01 (1% level), ***p < .001 (0.1% level); The group*time interaction coefficient (τ = 21.79) 
represents the difference-in-differences estimator, measuring the treatment effect of ChatGPT integration on learning outcomes. 

 
Figure 2. Various time spans of participants’ performance (Source: Created by the author) 
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The results of the entangled cognition survey and DiD analysis deliver a clear message that ChatGPT has 
indeed had an effect as a learning assistant in EFL education. Thus, the survey results indicate that the 
participants experienced learning benefits from ChatGPT over the semester, which aligns with previous 
findings on the use of AI tools like ChatGPT in EFL learning contexts (Bin-Hady et al., 2024; Hu & Škultéty, 2024; 
Karataš et al., 2024; Slamet, 2024). The generally positive view of ChatGPT in cognitive, collaborative, and 
metacognitive dimensions mirrors broader trends in other empirical evidence available, although the specifics 
vary. 

Similar to previous studies, our findings indicate that EFL learners appreciated the cognitive benefits of 
ChatGPT, like its facilitation of knowledge organization and retrieval. In the research of Xiao and Zhi (2023), 
which found that students saw ChatGPT as a conversant with responses in real-time to help with learning 
activities, especially for the culture and language field. While our participants focused more on leveraging 
ChatGPT for cultural knowledge, other studies emphasize its role in providing feedback mechanisms for 
academic writing and grammar enhancement (Gayed et al., 2022). This serves as an indication that while 
ChatGPT offers versatile cognitive affordances, the focus of its application may depend on the learning 
context. Furthermore, the findings of this study on cognitive offloading and the concept of the “extended 
mind” align with those from studies that examined how ChatGPT assists learners by offloading mental tasks. 
The quality of the grammar and amplitudes of input grammatical error-correction is well-received by learners 
in EMS, as AI-based collaboration tools seemed trustworthy to enable co-cognition problem-solving processes 
based on empirical research on writing-assistants (Escalante et al., 2023; Guo et al., 2022). Previous studies 
have emphasized the use of ChatGPT in individual writing feedback, but our participants pointed out that it 
has a potential to be implemented even in cases where students are required to learn about business English 
contexts and this reflects GenAI’s flexibility across domains. 

Moreover, the high DCQ scores indicate that students worked effectively with ChatGPT, distributing the 
cognitive load across human-AI systems. This finding aligns with studies that report increased acceptance of 
AI-driven collaborative learning environments (Huang et al., 2023; Xiao & Zhi, 2023). Despite, there does 
remain some justifiable apprehension about excessive use of automated responses while working with 
ChatGPT, a practice that might have the effect of reducing learners’ confidence in solving tasks on their own 
(Kung et al., 2023). However, the results differ slightly as learners are more likely to stay interested in the 
learning process when ChatGPT is used mainly as a facilitator and not as crutch. Furthermore, with respect to 
metacognitive awareness revealed from this study, it echoes a point made by Hwang and Chen (2023), that 
the application of AI technologies such as ChatGPT supports learners in their self-regulation functions, 
particularly in the process of planning-monitoring-evaluation. However, while prior studies emphasize 
learners’ autonomy when interacting with AI tools for personalized learning (Hsu, 2023; Xiao & Zhi, 2023), our 
participants specifically valued ChatGPT’s support for cultural exploration. This finding broadens the existing 
understanding of AI tools, indicating that beyond academic writing, these technologies can serve as valuable 
facilitators in EFL education. 

Additionally, the DiD analysis offers evidence of the effectiveness of integrating ChatGPT into EFL learning 
environments. Initially, no significant differences were observed between the control and experimental 
groups, ensuring that both started from a comparable baseline. This strengthens the internal validity of the 
intervention since any observed improvements can be reliably attributed to the use of ChatGPT, rather than 
pre-existing disparities in language skills. The control group’s significant improvement over time (t = 4.540, p 
< .001) aligns with findings by Hwang and Chen (2023), who emphasize that consistent practice fosters 
learning outcomes even in conventional settings. However, the experimental group showed a larger and 
statistically significant interaction effect (t = 4.261, p < .001), highlighting that ChatGPT enhances learners’ 
performance beyond what is achievable through traditional methods alone. This improvement can be 
attributed to GenAI’s ability to facilitate reflection, offload cognitive tasks, and support metacognitive 
practices–echoing Xiao and Zhi’s (2023) findings on GenAI’s role in personalized feedback, and Hsu’s (2023) 
insights on collaborative writing. 

In a nutshell, our findings are consistent with Kung et al. (2023) suggested a potential effectiveness of 
ChatGPT in learning contexts as it provides real-time cognitive support and scaffolding for problem-solving 
processes. Together, these findings point to the transformational rather than merely supplementary nature 
of GenAI tools such as ChatGPT in engaging with tasks more deeply, fostering learner autonomy, and 
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encouraging more collaborative and metacognitive outcomes. These results are consistent with the recent 
studies depicting that GenAI solutions are helpful in enhancing learning outcomes via adaptive learning and 
customized assistance (Grassini, 2023). 

Implications 

The positive outcomes of using ChatGPT in EFL education have several implications with specific guidance 
for educators and institutions. For educators, the findings of this study may provide the following practical 
implications. First, the findings highlight AI’s potential to bridge the gap between theoretical knowledge and 
practical skills, providing a more holistic learning experience. This is particularly important in EFL education 
for business students, where real-world applications and business operation skills are crucial. Educators 
should integrate ChatGPT strategically into their curriculum by designing tasks that combine language 
learning with practical business scenarios, such as cross-cultural communication simulations and industry-
specific vocabulary development. 

Second, ChatGPT’s ability to support metacognitive regulation suggests that AI can play a pivotal role in 
fostering independent and self-directed learning among students. Educators should explicitly train students 
in prompt engineering and AI interaction strategies to maximize learning benefits. By helping students 
understand and manage their cognitive processes through guided AI interactions, educators can enhance 
students’ ability to learn more effectively and efficiently (Aoun, 2017; Molenaar, 2022). Practical 
implementation includes incorporating reflection activities where students analyze their AI-assisted learning 
processes and develop personalized AI utilization strategies. 

Moreover, educational institutions should develop comprehensive AI literacy programs for both faculty 
and students. Faculty development programs should focus on pedagogical integration of AI tools, ethical AI 
use, and assessment strategies that account for AI assistance. Students need training in critical evaluation of 
AI-generated content, understanding AI limitations, and developing AI-human collaborative skills. 
Furthermore, institutions should establish clear AI usage policies that balance innovation with academic 
integrity. This includes creating guidelines for appropriate AI use in assignments, developing new assessment 
methods that leverage AI capabilities while maintaining learning objectives, and implementing support 
systems for faculty transitioning to AI-integrated pedagogies. 

Technical infrastructure investments are crucial, including reliable internet access, AI tool subscriptions, 
and technical support systems. Institutions should also create AI ethics committees to oversee responsible 
implementation and address emerging challenges. 

Despite these positive findings, it is essential to address the challenges of integrating AI into education. 
Ethical considerations, data privacy, and the risk of overreliance on AI remain critical issues that must be 
addressed to ensure the responsible deployment of these technologies (Eubanks, 2018; Floridi & Cowls, 2022). 
Institutions should implement regular AI literacy workshops, establish clear data governance policies, and 
create mechanisms for monitoring student dependency on AI tools. Additionally, ongoing research is 
necessary to monitor the long-term impacts of AI on human cognition and behavior, particularly in 
educational contexts, where the implications for learning and development are profound (Luckin et al., 2016). 
Educators should maintain balance between AI assistance and independent cognitive development through 
scaffolded learning approaches that gradually reduce AI dependence. 

Limitations and Future Research Directions 

The main limitation of this study is that the findings are based on a relatively small and specific sample, 
which limits the generalizability of the results. While the data offer valuable insights, a more extensive and 
diverse sample would provide a more comprehensive understanding of the impact of ChatGPT on tourism 
education. Another limitation is that the data relied on self-reported measures from the participants, which 
can introduce biases such as social desirability or inaccurate self-assessment. The measurement of entangled 
cognition with AI should be specifically developed for an educational context. Furthermore, objective 
measures of learning outcomes and cognitive changes will help corroborate the findings of this and other 
studies. 
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CONCLUSION 

This study successfully addressed both RQs through empirical investigation of ChatGPT integration in EFL 
education using an entangled cognition framework. For addressing RQ1, findings of this study demonstrate 
that ChatGPT fundamentally shapes cognitive interactions between students and educational content 
through multiple mechanisms. The entangled cognition survey revealed that students effectively integrated 
ChatGPT into their cognitive processes across four key dimensions: cognitive technology use (M = 3.701), 
extended mind functioning (M = 3.421), distributed cognition (M = 3.721), and metacognitive awareness (M = 
3.551). Students utilized ChatGPT for cognitive offloading, collaborative meaning-making, and metacognitive 
regulation, indicating that AI tools become genuine cognitive partners rather than mere information sources. 
Technology facilitated knowledge organization, cultural exploration, and reflective practices, demonstrating 
how human-AI cognitive entanglement occurs in authentic learning environments. 

As for the RQ2, the difference-in-differences analysis provided robust evidence that these cognitive 
interactions significantly enhanced learning outcomes. While both groups improved over time, the 
experimental group using ChatGPT showed significantly greater gains (interaction effect: t = 4.261, p < .001), 
with an average treatment effect of 21.58 points. This substantial improvement demonstrates that entangled 
cognitive processes with AI tools translate into measurable learning benefits beyond traditional instruction 
methods. Putting together, the integration of GenAI, such as ChatGPT, into EFL education showed significant 
potential to enhance learning experiences and outcomes through entangled cognitive processes. By 
leveraging the capabilities of AI while maintaining a focus on metacognitive knowledge and regulation, 
educators can create more effective and inclusive learning environments for students in the digital age. 
ChatGPT delivers timely, precise, and contextually appropriate answers to inquiries, offering instant and 
understandable responses that support both linguistic proficiency and cultural awareness. The ability of 
ChatGPT to tailor learning experiences is significant (Ali et al., 2024; Bettayeb et al., 2024; Mohebi, 2024); 
however, a consideration remains ChatGPT’s limitation of being “incapable of providing adequate factual 
and/or real-time information regarding the most recent events” (Skavronskaya et al., 2023, p. 255). 
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APPENDIX A 

The questionnaire was developed through a thorough literature review and input from subject matter 
experts. To assess the reliability of the questionnaire, internal consistency was evaluated using Cronbach’s 
alpha coefficient. The results indicated a high level of reliability, with a Cronbach’s alpha value of 0.74, which 
exceeds the recommended threshold of 0.7. To examine the validity of the questionnaire, a factor analysis 
was performed to assess the underlying structure of the instrument. The results supported the proposed 
factor structure, with items loading onto the expected dimensions, demonstrating adequate construct 
validity. These findings suggest that this questionnaire is a reliable and valid instrument for measuring the 
construct of interest. The rigorous approach to questionnaire design and evaluation, including the 
assessment of reliability and validity, strengthens the confidence in the data collected using this instrument 
and the conclusions drawn from the research. 

Cognitive Technology Use Questionnaire 

1. How often do you use ChatGPT to complete the assigned tasks? 
2. Do you think using technology help you learn English more effectively? 
3. I frequently integrate ChatGPT into my learning process.  

The Extended Mind Scale 

4. Using ChatGPT significantly improves my ability to remember and organize information. 
5. I sometimes find it challenging to manage cognitive tasks without relying on ChatGPT. 
6. I adapt my use of ChatGPT to suit my cognitive needs and tasks. 
7. I feel more confident in my knowledge when I have access to ChatGPT. 
8. I often rely on ChatGPT to enhance my memory.  

Distributed Cognition Questionnaire 

9. I frequently coordinate tasks with ChatGPT to complete complex projects.  
10. Effective communication with ChatGPT is crucial for solving problems. 
11. Sharing information and resources with ChatGPT helps me to achieve better outcomes. 
12. The physical environment I work in significantly affects my productivity and thinking. 
13. The design of the classroom impacts how I process information. 
14. I frequently consult ChatGPT for specialized knowledge. 
15. I am aware of how ChatGPT influences my thinking and decision-making. 
16. I consciously adapt my use of ChatGPT and collaboration methods to improve efficiency. 
17. I adjust my strategies based on the availability of ChatGPT and resources it provides. 

Metacognitive Awareness Inventory 

18. I am aware of the strategies that I use ChatGPT when I am studying. 
19. I know what the instructor expects me to use ChatGPT to learn. 
20. I know how to organize my learning with ChatGPT effectively. 
21. I have a specific method for remembering information through ChatGPT. 
22. I know when each strategy I use will be most effective when using ChatGPT. 
23. I can choose strategies of using GPT that fit the demands of the task. 
24. I pace myself while ChatGPT for learning in order to have enough time. 
25. I set specific goals of using ChatGPT before I begin a task. 
26. I organize my use of ChatGPT to help me understand and remember them. 
27. I underline or highlight important information in the ChatGPT. 
28. I ask myself periodically if ChatGPT can meet my goals. 
29. I change strategies of using ChatGPT when I don’t understand. 
30. I summarize what I’ve learned from GPT after I finish. 
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 

Table A1. Questionnaire items and reliability and validity examination 

Construct Item 
Factor 
loading 

Composite 
reliability 

Average 
variance 
extracted 

CTUQ (α = 0.742) 
I always use ChatGPT to complete the assigned tasks. 0.829 

0.833 0.626 I think using ChatGPT help me learn English more effectively. 0.828 
I frequently integrate ChatGPT into my learning process. 0.711 

EMS (α = 0.934) 

Using ChatGPT significantly improves my ability to remember and 
organize information. 

0.807 

0.933 0.737 
I sometimes find it challenging to manage cognitive tasks without relying 
on ChatGPT. 

0.865 

I adapt my use of ChatGPT to suit my cognitive needs and tasks. 0.877 
I feel more confident in my knowledge when I have access to ChatGPT. 0.877 
I often rely on ChatGPT to enhance my memory. 0.865 

DCQ (α = 0.840) 

I frequently coordinate tasks with ChatGPT to complete complex 
projects. 

0.514 

0.875 0.590 

Effective communication with ChatGPT is crucial for solving problems. 0.831 
Sharing information and resources with ChatGPT helps me to achieve 
better outcomes. 

0.831 

The physical environment I work in significantly affects my productivity 
and thinking. 

0.807 

I consciously adapt my use of ChatGPT and collaboration methods to 
improve efficiency. 

0.807 

MAI (α = 0.795) 

I am aware of the strategies that I use ChatGPT when I am studying. 0.782 

0.869 0.508 

I know when each strategy I use will be most effective when using 
ChatGPT. 

0.698 

I know how to organize my learning with ChatGPT effectively. 0.748 
I pace myself while ChatGPT for learning in order to have enough time. 0.716 
I organize my use of ChatGPT to help me understand and remember 
them. 

0.619 

I summarize what I’ve learned from GPT after I finish. 0.702 
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